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Selection of Disease-related Features

Disease Prediction vs Feature Selection.

Among imaging features X1, ...,Xp (the sample size n may be less
than p), which features are disease related?

Example: degenerated gray matter (GM) in Alzheimer’s Disease.

Figure: Selecting Atrophied Gray Matter Voxels in Alzheimer’s Disease
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Structural Sparsity

Structural Sparsity for diseased gray matter voxels:
1 sparsity 2 spatial coherence 3 positivity (with Y ).

Lasso [Liu’2012]: minβ `pβq ` λ1}β}1.

Elastic Net [Xiao’2021]: minβ `pβq ` λ1}β}1 ` λ2}β}
2
2.

Graph Net [Grosenic’2013]: minβ `pβq ` λ1}β}1 ` λ2}Dβ}
2
2.

Generalized Lasso [Xin’2014]: minβ `pβq ` λ1}β}1 ` λ2}Dβ}1.

Non-negative Generalized Fused Lasso (n2-GFL) [Xin’2015]:
minβą0 `pβq ` λ1}β}1 ` λ2}Dβ}1.

Limitations. i) Incoherence condition is not easy to satisfy; ii)
Overlook the gap between prediction and feature selection.
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Procedural Bias

Enlarged GM voxels in lateral ventricle features.

Introduced in the procedure of preprocessing.

Prediction ´ lesion features: helpful for disease prediction.
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Selection of Degenerated Features

Figure: Lesion Features Selection. 1

1GSplit LBI: Taming the Procedural Bias. MICCAI, 2017.
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Procedural Bias

Figure: Procedural Bias Selection. 2

2GSplit LBI: Taming the Procedural Bias. MICCAI, 2017.
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Prediction Power

Figure: Results on ADNI. 3

3GSplit LBI: Taming the Procedural Bias. MICCAI, 2017.
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How do we overcome these limitations and achieve this result?
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Sparse Regression

Considering recovering β‹ from following model:

y “ Xβ‹ ` ε,

where X is the design matrix.

Structural Sparsity. γ‹ :“ Dβ‹,S :“ supppγ‹q; |S | ! |rowpDq|.

D :“ I . Pure sparsity.

D is wavelet basis. Wavelet smoothing.

D is graph laplacian. Image denosing.

How to recover γ‹ sparse pattern (sparsisitency) and estimate true
values of β‹ (γ‹) (consistency)?
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Generalized Lasso (Review)

Generalized lasso (genlasso):

min
β

1

2n
}y ´ Xβ}22 ` λ}Dβ}1

Total Variation (Rudin, et al.’1992); Fused Lasso (Tibshirani et
al.’2005); Lasso (Tibshirani’1996).

Problems of genlasso.

1 Optimizations for several λ.
2 Incoherence condition: hard to satisfy (Vaiter et

al.’2013,Zhao et al.’2006).
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Structural Sparsity via Differential Inclusion

Structural Sparse Regression:

y “ Xβ‹ ` ε, γ‹ “ Dβ‹, |S | ! |rowpDq|.

Variable Splitting between Dβ and γ:

Lνpβ, γq :“
1

2n
}y ´ Xβ}22 `

1

2ν
}Dβ ´ γ}22.

Inverse Scale Space via Differential Inclusion

0 “ ´∇βLνpβt , γtq
9ρt “ ´∇γLνpβt , γtq
ρt P B}γt}1
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Differential Inclusion in Inverse Scale Space

Split Bregman Inverse Scale Space (Split Bregman ISS) 4:

0 “ ´∇βLνpβt , γtq -update of βt

9ρt “ ´∇γLνpβt , γtq -update of γt

ρt P B}γt}1 -update of γt

At each t, βt is solved directly.

ρpiq “ signpγpiqq for γpiq ‰ 0; if ρpiq P p´1, 1q then γpiq “ 0.

4Split lbi: an iterative regularization path. NeurIPS, 2016.
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Damped (Linearized) Bregman ISS

Append 1
2κ}γt}

2
2 for strongly convexity (with κ ą 0):

zt
∆
“ ρt `

γt
κ
P B

ˆ

}γt}1 `
1

2κ
}γt}

2
2

˙

γt can be obtained from zt .
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Damped (Linearized) Bregman ISS
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Damped (Linearized) Bregman ISS

Append 1
2κ}γt}

2
2 for strongly convexity (with κ ą 0):

zt
∆
“ ρt `

γt
κ
P B

ˆ

}γt}1 `
1

2κ
}γt}

2
2

˙

γt can be obtained from zt :

γt “ κ ˚ signpztq dmaxp|zt | ´ 1, 0q.

Split Linearized Bregman Invserse Scale Space (Split LBISS):

9βt{κ “ ´∇βLνpβt , γtq
9zt “ ´∇γLνpβt , γtq
γt “ κ ˚ signpztq dmaxp|zt | ´ 1, 0q

Discretization. Split Linearized Bregman Iteration (Split LBI):

βk`1 “ βk ´ κα∇βLpβk , γkq
zk`1 “ zk ´ α∇γLpβk , γkq
γk`1 “ κ ˚ signpzk`1q dmaxp|zk`1| ´ 1, 0q
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Solution Path
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Solution Path

Linear model y “ Xβ‹ ` noise.
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No-False-Positive

Do the early selected features belong to the true signal set?
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Intuition

Irrespresentable Condition ùñ Loss decay on the oracle space.

Restricted Strong Convexity ùñ Unique solution.

Early Stopping after picking up the signals.



Structural Sparsity in Medical Imaging Recovering Structural Sparsity via Differential Inclusion False-Discovery-Rate Control

Irrepresentable Condition

ν in Variable Splitting: relax γ‹ “ Dβ‹.

Lνpβ, γq :“
1

2n
}y ´ Xβ}22 `

1

2ν
}Dβ ´ γ}22.

Assumption 1 (Irrepresentable Condition).

IRRpνq :“ }ΣSc ,SpνqΣ
´1
S,Spνq}8 ă 1.

The Σpνq :“ pI ´ DpνX ˚X ` DJDq:DJq{ν.
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Decollinearity

The angle between pScq and pβ,Sq, via Hpνq “ ∇2Lνpβ, γq.

θνSc ,pβ,Sq :“ arccos

¨

˚

˝

g

f

f

e

tracepHSc ,pβ,SqpνqH
:

pβ,Sq,pβ,SqpνqHpβ,Sq,Sc pνqq

tracepHSc ,Sc pνqq

˛

‹

‚

Theorem (Sun-Han-Hu-Yao-Wang’2020)

The limνÑ8 θ
ν
Sc ,pβ,Sq Ñ π{2 ðñ

kerpX q Ă kerpDSq.
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Irrepresentable Condition

ν in Variable Splitting: relax γ‹ “ Dβ‹.

Lνpβ, γq :“
1

2n
}y ´ Xβ}22 `

1

2ν
}Dβ ´ γ}22.

Assumption 1 (Irrepresentable Condition).

IRRpνq :“ }ΣSc ,SpνqΣ
´1
S,Spνq}8 ă 1.

The Σpνq :“ pI ´ DpνX ˚X ` DJDq:DJq{ν.

Theorem (Huang-Sun-Xiong-Yuan’ 2016)

limνÑ0 IRRpνq “ IC (genlasso Vaiter’13).

limνÑ8 IRRpνq exists and “ 0 ă IC ðñ kerpX q Ă kerpDSq.
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Assumptions

ν in Variable Splitting: relax γ‹ “ Dβ‹.

Lνpβ, γq :“
1

2n
}y ´ Xβ}22 `

1

2ν
}Dβ ´ γ}22.

Assumption 1 (Irrepresentable Condition).

IRRpνq :“ }ΣSc ,SpνqΣ
´1
S,Spνq}8 ă 1.

Assumption 2 (Restricted Strongly Convexity).

ΣS ,S ľ λI , for some λ ą 0.

The Σpνq :“ pI ´ DpνX ˚X ` DJDq:DJq{ν.
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Path Consistency

Sparse Estimator β̃t .

β̃t “ PSt pβtq :“ arg min
DSc x“0

}βt ´ x}2.

Theorem (Huang-Sun-Xiong-Yuan’2020)

Under Irrepresentable Condition and Restricted Strongly Convexity,
then there exists τ̄ s.t.

No-false-positive. supppγtq Ď S , for 0 ď t ď τ̄ .

Sign-Consistency. signpγτ̄ q “ signpγ‹q if γ‹ is strong.

`2 consistency of γt . }γτ̄ ´ Dβ‹}2 ď Op
b

s log m
n q.

`2 consistency of β̃t . }β̃t ´ β
‹}2 ĺ Op

b

s log m
n q.
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Simulation

Left. IRRpνq vs ν and IC.

Right. Split LBI vs genlasso in terms of AUC.
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Explore Beyond Sparsity

Variable Splitting. Dense and Sparse parameter.

Lνpβ, γq :“
1

2n
}y ´ Xβ}22 `

1

2ν
}Dβ ´ γ}22.

Sparse parameter: β̃ :“ arg minDSc x“0 }β ´ x}2.

Dense parameter: Explore beyond sparsity.
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Summary

Split Bregman Inverse Scale Space (Split Bregman ISS)

0 “ ´∇βLνpβt , γtq
9ρt “ ´∇γLνpβt , γtq
ρt P B}γt}1

A regularization solution path via differential inclusion.

More and more variables are selected as iterates.

Earlier selected features belong to the true signal set.

Variable Splitting enables to explore beyond sparsity.
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False-Discovery-Rate (FDR) Control

Piratically, the incoherence is unknown. Then,

How to control the FDR?
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Knockoff (Review) for Pure Sparsity

FDR control for pure sparsity. y “ Xβ˚ ` ε.

Control E
”

tiPŜ :β˚piq“0u

|Ŝ|

ı

ď q.

For each Xj , create a knockoff copy X̃j as a control.

Implement black-box algorithm to obtain Zj and Z̃j .

Zj (Z̃j): the effect of Xj on Y (X̃j on Y ).

For each j , Wj :“ maxpZj , Z̃jq ˚ signpZj ´ Z̃jq.
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Knockoff (Review) for Pure Sparsity

For each j , Wj :“ maxpZj , Z̃jq ˚ signpZj ´ Z̃jq.

For non-null: Wj ą 0 and is large.
For null: PpWj ą 0q “ 1{2, i.e., comparable with its copy.

Figure: Null Statistics are pairwise exchangeable.
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Knockoff (Review) for Pure Sparsity

Knockoff selects features that are clearly better than their copies.

Knockoff selects Ŝ :“ ti : Wi ą Tqu, Tq :“ minT

!

|ti :Wiă´Tu|
1Y|ti :WiěTu|

)

Theorem (R.Barbers and Candés’15)

Given any desired level q ą 0, knockoff has FDR ď q.
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Heterogeneous Noise for Structural Sparsity

Structural sparsity: y “ Xβ˚ ` ε, γ˚ “ Dβ˚ (D P Rmˆp) is sparse.

If rankpDq “ m, we have y “ XD:γ˚p“ β˚q ` ε.

For m ą p or rankpDq ă m, ỹ “ Xββ
˚ ` Xγγ

˚ ` ε:

ỹ “

ˆ y
?
n

0m

˙

,Xβ “

˜

X?
n

D?
ν

¸

,Xγ “

ˆ

0nˆm

´ Im?
ν

˙

, ε̃ “

ˆ ε?
n

0m

˙

.
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n
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n
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˙

.
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Exchangeability Fails

For each Xγpjq, construct a copy X̃γpjq.

Zj :“ suptλ : γjpλq ‰ 0u, Z̃j :“ suptλ : γ̃jpλq ‰ 0u.

γpλq :“ arg min
γ

1

2
}ỹ ´ Xββpλq ´ Xγγ}

2 ` λ}γ}1,

γ̃pλq :“ arg min
γ̃

1

2
}ỹ ´ Xββpλq ´ X̃γ γ̃}

2 ` λ}γ̃}1.

Figure: For null j , PpWj ă 0q ą PpWj ą 0q.
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Split Knockoff (Truncations)

Solution (Truncation). Given tZjuj , tZ̃juj , we define

Wj “ Zj ˚ signpZj ´ Z̃j ˚ 1prj “ r̃jqq,

where rj “ limtÑZj´ signpγjptqq and r̃j “ limtÑZ̃j´
signpγ̃jptqq.
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Null Statistics Wj are not Independent

We look at the KKT condition:

λρpλq `
γpλq

ν
“

Dβpλq

ν
(determined by ξ :“

XJε

n
),

λρ̃pλq `
γ̃pλq

ν
“

Dβpλq

ν
` t´sγ˚ ` X̃γ,1ε{

?
nu

looooooooooomooooooooooon

ζ

.

Condition on ξ :“ XJε
n , PpWj ą 0q “ Ppζj ă 0q. Besides,

Erζs “ 0, Varrζs “
σ2p2s ´ νs2q

n
Im;

Erζ|ξs‰0, Varrζ|ξs “
σ2p2s ´ νs2q

n
Im´R;
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Solution: Data Splitting

We can split the dataset into D “ D1 YD2:

βpλq is obtained from D1;

Zj , Z̃j are obtained from D2.

λρpλq `
γpλq

ν
“

Dβpλq

ν
(determined by ξ :“

XJε1

n1
),

λρ̃pλq `
γ̃pλq

ν
“

Dβpλq

ν
` ζ.

Then, PpWj ą 0q “ Ppζj ă 0q with

Erζs “ 0, Varrζs “
σ2p2s ´ νs2q

n2
Im.
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Theoretical Analysis

Theorem (FDR Control of Split Knockoff)

For any q ą 0, we have FDR ď q.

Simulation Experiments 6:

6Controlling the False Discovery Rate in Transformational Sparsity: Split

Knockoffs.
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Alzheimer’s Disease
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Knockoff requires n ą m ` p.

In high-dimensional analysis, the power is limited due to
multi-collinearity problem.
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From p “ 2, 527 voxels to p “ 20, 091.

Accuracy of Split LBI: V8 (90.91%) vs V4 (89.77%).

V8: 2, 527 voxels with 8ˆ 8ˆ 8mm3.

V4: 20, 091 voxels with 4ˆ 4ˆ 4mm3.

The performance drops with even more features!
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How do we alleviate this problem and improve emprical utility?
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Hypothesis Testing

Two-sample T-test: ti “
x̄1,i´x̄2,i

c

s2
1,i
n1
`

s2
2,i
n2

, s2
1,i “

1
n1´1

řn1

j“1px1,i pjq ´ x̄1,i q
2.

H0 : ti „ Tn1`n2´2. We obtain pi .
Cannot control FDR.

Benjamini-Hochberg Procedure [Bajamini’1995]: first rank p1, ..., pn
in an ascending order pp1q, ..., ppnq and selects ti : i ď ku in which

k :“ maxti : ppiq ď
iα
n u.

Too conservative in feature selection.
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Local FDR

The [Efron’2001] proposed LocalFDR, an Empirical-Bayes Method:

f pzq “ p0f0pzq ` p1´ p0qf1pzq,where

p0 denotes the prior of being null;

f0pzq, f1pzq denote the p.d.f of null and non-null groups.

We have: fdrpzq :“ ppi is null |zq “ p0f0pzq
f pzq , where

Central Matching to estimate f0pzq, p0;

Kernel density to estimate f pzq.

Limitation: does not consider spatial coherence!
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FDR Smoothing

The [Tansey’2014] considers:

f pzq “ p0f0pzq ` p1´ p0qf1pzq ùñ f pzq “ p1´ ci qf0pzq ` ci f1pzq,

where ci :“ sigmoidpβi q. We optimize:

`pβq ` λ}Dβ}1,

where `pβq :“ ´
řN

i“1 log
´

exppβi q
1`exppβi q

f1pzi q `
1

1`exppβi q
f0pzi q

¯
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Heterogeneous Smoothing

Note: The procedural bias and lesions are heterogeneous:

Procedural bias is enlarged; lesions are atrophied.

Different degree of spatial coherence.
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Heterogeneous Smoothing

We split G :“ Gpro Y Gles Y Gint, with

Gpro “ pVpro,Eproq, Vpro “ ti : zi ď 0u, Epro “ tpi , jq P E : zi , zj ď 0u;

Gles “ pVles,Elesq, Vles “ ti : zi ą 0u, Eles “ tpi , jq P E : zi , zj ą 0u;

Gint “ pVint,Eintq, Vles “ Vpro Y Vles, Eint “ tpi , jq P E : zi ď 0, zj ą 0u.

We turn to optimize:

`pβq ` λpro}DGpro
β}1 ` λles}DGles

β}1 ` λint}DGint
β}1,

with DGβpi , jq “ βi ´ βj for pi , jq P E 7.

7FDR-HS: An Empirical Bayesian Identification of Heterogenous Features in

Neuroimage Analysis. MICCAI, 2018
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Optimization

The loss is not convex, hence we introduce

si “

#

1 if zi „ f1pzq

0 if zi „ f0pzq
.

The loss is the modified as:

`pβ, sq :“
N
ÿ

i“1

tlog p1` exppβi qq ´ siβiu,

gpβ, sq :“ `pβ, sq ` λpro}DGproβ}1 ` λles}DGles
β}1 ` λint}DGintβ}1.

We implement Expectation-Maximization (EM) to optimize β and z8.

8FDR-HS: An Empirical Bayesian Identification of Heterogeneous Features in

Neuroimage Analysis. MICCAI, 2018
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Feature Selection

After estimating β̃i , f0pzq, f1pzq, we selects feature with

ppsi “ 0|zi , β̃i q “
p1´ c̃i qf0pzi q

c̃i f1pzi q ` p1´ c̃i qf0pzi q
ă γ pc̃i “ sigmoidpβi qq .

The γ P p0, 1q is a pre-setting threshold hyper-parameter.
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Results on ADNI
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Feature Selection on ADNI

mDC :“
K | XK

k“1 S
˘pkq|

řK
k“1 |S

˘pkq|
, S˘pkq : selected lesions and procedural bias.
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Thank You!
sunxinwei@fudan.edu.cn

sunxinwei@fudan.edu.cn
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